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1 Department of Physics, Beijing University of Aeronautics and Astronautics,
Beijing 100083, People’s Republic of China
2 Center for Advanced Study, Tsinghua University, Beijing 100084,
People’s Republic of China

Received 20 February 2008, in final form 25 March 2008
Published 17 April 2008
Online at stacks.iop.org/JPhysCM/20/195220

Abstract
The effects of the spin–orbit interaction on the spin polarization of quantum dots in an
Aharonov–Bohm interferometer in the presence of Andreev reflection are investigated
theoretically. The spin polarization of quantum dots appears on the resonance of Andreev
reflection, which depends sensitively on the spin-dependent phase difference caused by the
spin–orbit interaction. The amplitude and the sign of the spin polarization in the two quantum
dots can be controlled by the gate voltage, the bias and the magnetic flux. Furthermore, by
tuning the magnetic flux the spin polarizations in the two quantum dots can even have opposite
signs from each other. This provides an efficient mechanism for controlling the amplitude and
sign of the spin polarization in the two quantum dots.

1. Introduction

Much experimental and theoretical research has been devoted
to how to efficiently control and manipulate the spin in the
quantum dot (QD), since it is an important and challenging
issue in semiconductor spintronics [1, 2]. Some of the schemes
that have been proposed to polarize and manipulate the spin in
the QD include coupling the QD to ferromagnetic leads [3, 4]
or using an external magnetic field to polarize the spin of
the QD [5]. However, it is difficult to inject the spin from
a ferromagnetic lead into a semiconductor QD or to confine
a very strong magnetic field to a small region of the QD. To
avoid these difficulties, some theoretical studies based on the
spin–orbit (SO) interaction have been proposed to realize the
spin-polarized current or the spin accumulation [6–9]. SO
interaction can couple the spin and the orbital motion of an
electron, thereby giving a useful handle for manipulating and
controlling the electron spin by external electric fields. The
spin precession phenomenon induced by the SO interaction has
been proposed for the realization of a spin transistor [10]. The
phase difference �ϕR = 2αRm∗L/h̄2 of the spin precession
between the source and drain contact is a function of the
Rashba spin–orbit coupling strength α, the electron effective
mass m∗ and the separation L between the source and drain
electrode [10–12]. In experiments the Rashba spin–orbit

coupling strength can be tuned by an external electric field
or gate voltage [13–16]. The effects of the SO interaction
on the transport phenomena in an Aharonov–Bohm (AB)
interferometer containing one QD result in an interesting spin-
dependent phase coherence phenomenon, in which spin-up and
spin-down electrons travelling through the upper and lower
arms can acquire different phases [9].

Recently, an AB interferometer containing two QDs
has been realized, in which quantum phase coherence is
detectable by interference experiments [17–19]. The open
parallel double quantum dot (DQD) threaded by a magnetic
flux makes the quantum transport phenomena rich and varied,
in which the electron retains coherence. Inspired by these
recent experiments in parallel DQDs, several theoretical works
have been done on Fano resonance in the parallel DQD
system with and without the interdot coupling [20–22]. As
a controllable two-level system, the parallel DQD system
therefore becomes a promising candidates for a quantum qubit
in quantum computation based on solid-state devices [23].
A qubit is the basic unit in the achievement of quantum
computing. Among many quantum two-level systems, the spin
of a QD is an ideal candidate for such a purpose. One of
the challenges in exploiting the spin of a QD as a qubit is
to efficiently control its local spin polarization. On the other
hand, superconductor coupled mesoscopic hybrid systems have
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Figure 1. Schematic diagram of a parallel double quantum dot
(DQD) system connected with (left) a normal-metal (N) lead and
(right) a superconducting (S) lead. The Rashba SO interaction is
assumed to exist only inside the QD1 and QD2, which results in two
spin-dependent phases, ϕ1 and ϕ2.

become an interesting field in recent years because of both
their fundamental physics and potential applications in future
nanoelectronics [24–27]. The Andreev reflection happens
at the normal-metal/superconductor (N/S) interface [28], in
which an incoming electron from the normal side is reflected as
a hole and a Cooper pair is transferred into the superconducting
condensate. More recently, a superconducting quantum
interference device with two QDs embedded in its arms has
been realized [29, 30], where no coupling exists between the
two parallel QDs. One may expect that the interplay of the
spin property of the Andreev reflection process and the SO
interaction in the QD will add new physics to mesoscopic
hybrid systems, and to the future applications of spintronics.

Motivated by this, we investigate the spin polarization
in the N/DQD/S system. The device with the two QDs can
be regarded as an AB interferometer threaded by magnetic
fluxes [29, 30]. The scheme of the system is plotted in figure 1.
Two QDs are embedded into opposite arms of the AB ring. We
assume that the Rashba SO interaction exists only inside the
QD and the leads are free from this interaction. The Rashba
SO interaction effect would induce a spin precession of the
electrons tunnelling through the i th QD with a spin-dependent
phase shift σϕi . By using the nonequilibrium Green’s function
(NGF) technique [31–34], we have analysed the SO interaction
effects on the spin polarization in the N/DQD/S system. Some
novel resonant features have been found. The spin polarization
in the QD caused by the SO interaction appears on the resonant
Andreev reflection, whose magnitude and direction can be
easily controlled by the gate voltage and the bias. The direction
of the spin polarization can also be tuned by the magnetic flux,
which provides another way to control the spin polarization
of each quantum dot. The rest of this paper is organized as
follows. In section 2 we present the model Hamiltonian and
derive the formula of the electron occupation number and the
spin polarization in the QD by using the NGF technique. In
section 3 we study the effects of the SO interaction on the
electron occupation number. Control of the spin polarization
with the system parameters such as the gate voltage, the bias
and the magnetic flux are discussed in detail. Finally, a brief
summary is given in section 4.

2. Physical model and formula

The N/DQD/S system under consideration is modelled by the
following Hamiltonian:

H = HL + HR + HD + HT. (1)

HL describes noninteracting electrons in the left normal-metal
lead

HL =
∑

kσ

εka†
kσ akσ , (2)

where a†
α,kσ (aα,kσ ) are the creation (annihilation) operators

of the electron in the left lead. HR is the standard BCS
Hamiltonian for the right superconducting lead

HR =
∑

pσ

εpb†
pσ bpσ +

∑

p

[�b†
p↑b†

−p↓ + H.c.], (3)

where � is the energy gap. The chemical potential of the
right superconducting lead is set as μR = 0 due to gauge
invariance. The chemical potential of the left normal-metal
lead is μL = eV with V the bias. HD models the parallel
double quantum dots

HD =
∑

σ,i=1,2

(εiσ − eVgi)d
†
iσ diσ , (4)

where d†
iσ (diσ ) represents the creation (annihilation) operator

of the electron in the i th QD (i = 1, 2) with spin σ = ↑/↓.
The spin-degenerate energy level εiσ is measured relative to
the Fermi energy defined by the right lead, which can be tuned
by the gate voltage Vgi . HT represents the tunnelling coupling
between the double quantum dots and leads

HT =
∑

kσ,i=1,2

(tLi e
iφLi a†

kσ diσ + H.c.)

+
∑

pσ,i=1,2

(tRi e
iφRi +iσϕi b†

pσ diσ + H.c.). (5)

In the model presented, the Rashba SO interaction only
exists inside the two QDs, which gives rise to spin
precession [10–12]. The second-quantized form of the Rashba
SO interaction can cause two effects [9]: (1) an extra spin-
dependent phase factor in the hopping matrix element between
the leads and the QD; (2) an interlevel spin-flip term. Since
the i th QD considered here only contains one single energy
level, εiσ , the Rashba SO interaction inside the i th QD gives
rise to an extra spin-dependent phase factor. The phase ϕi =
−αRi m∗Li/h̄2 also describes the spin precession angle, with
αRi and Li being the Rashba SO interaction strength and the
size of the i th QD [10–12]. When an electron tunnels through
the QD, the spin-dependent extra phase is generated in the path,
and thus tRi changes into tRi eiσϕi [9]. The phase difference
ϕ = ϕ2 − ϕ1 plays an important role in the spin polarization
in the QDs. For simplicity, the electron–electron interaction
is neglected here. Since the Coulomb interaction prevents the
tunnelling of Cooper pairs into the quantum dot, electrons in
each pair tunnel one by one via virtual processes, resulting in
suppression of the Andreev tunnelling [32, 35, 36]. Therefore,
it is expected that the Coulomb interaction can decrease the
spin polarization in the Coulomb blockade regime. φαi is the
phase shift of the electron tunnelling from the i th QD to the
αth lead with φL1 = −φL2 = −φR1 = φR2 = −φ/4 and
φ = 2π
/φ0, where 
 is the total magnetic flux threading
into the AB ring in the flux quantum unit φ0 = hc/e.
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Because of the right superconductor lead, it is convenient
to use the 4 × 4 Nambu representation to include the physics
of Andreev reflection. The tunnelling matrices of the hopping
elements in the present Nambu representation are

tLσ =
⎛

⎜⎝

tL1e−iφ/4 0 0 0
0 −t∗

L1eiφ/4 0 0
0 0 tL2eiφ/4 0
0 0 0 −t∗

L2e−iφ/4

⎞

⎟⎠ , (6)

and

tRσ =
⎛
⎜⎝

tR1eiφ/4+iσϕ1 0
0 −t∗

R1e−iφ/4−iσϕ1

0 0
0 0

0 0
0 0

tR2e−iφ/4+iσϕ2 0
0 −t∗

R2eiφ/4−iσϕ2

⎞
⎟⎠ , (7)

respectively. Although only tRσ really depend on spin, we add
a spin subscript for the tunnel matrix tLσ for consistency. In the
Nambu representation, each hopping element of the tunnelling
matrix has its only meaning [33, 34]: tL/Rσ11 (tL/Rσ22) for an
electron (hole) with spin σ (−σ ) tunnelling between the L/R
lead and the QD 1, and tL/Rσ33 (tL/Rσ44) for an electron (hole)
with spin σ (−σ ) tunnelling between the L/R lead and the
QD 2.

The electron occupation number in the two QDs can
be calculated from standard NGF techniques. The retarded
and lesser Green’s function are defined as Gr

σ (t, t ′) =
−iθ(t − t ′)〈{�σ(t),�†

σ (t ′)}〉 and G<
σ (t, t ′) = i〈�†

σ (t ′)�σ (t)〉,
respectively, with the operator �σ = (d†

1σ , d1σ̄ , d†
2σ , d2σ̄ )†.

Let gr
σ (ε) and Gr

σ (ε) denote the Fourier-transformed retarded
Green’s function of the QD without and with the coupling to
the leads. By using the Dyson equation, the retarded Green
function of the system can be obtained as Gr

σ (ε) = [gr
σ (ε)−1 −

Σr
σ (ε)]−1, where Σr

σ = Σr
Lσ + Σr

Rσ . The lesser Green
function of the system can be obtained by using the Keldysh
equation G<

σ (ε) = Gr
σ (ε)Σ<

σ (ε)Ga
σ (ε), where Ga

σ = (Gr
σ )†

and Σ<
σ = Σ<

Lσ + Σ<
Rσ . In the Nambu representation, gr

σ (ε)

can be written as

gr
σ (ε) =

⎛

⎜⎜⎝

1
ε−ε1σ +i0+ 0 0 0

0 1
ε+ε1σ̄ +i0+ 0 0

0 0 1
ε−ε2σ +i0+ 0

0 0 0 1
ε+ε2σ̄ +i0+

⎞

⎟⎟⎠ ,

(8)
where σ̄ labels the opposite spin direction to σ . The retarded
self-energy under the wide-bandwidth approximation can be
derived from the definition [33]

Σr
Lσ (ε) =

∑

k

t∗Lσ gr
k(ε)tLσ = − i

2
ΓLσ

= − i

2

⎛

⎜⎝


L
1 0 
L

12eiφ/2 0
0 
L

1 0 
L
12e−iφ/2


L
12e−iφ/2 0 
L

2 0
0 
L

12eiφ/2 0 
L
2

⎞

⎟⎠ , (9)

and

Σr
Rσ (ε) =

∑

k

t∗Rσ gr
p(ε)tRσ = − i

2
ρR(ε)

×

⎛
⎜⎜⎝


R
1 −
R

1 e−iφ/2−2iσϕ1 �
ε

−
R
1 eiφ/2+2iσϕ1 �

ε

R

1


R
12eiφ/2+iσ (ϕ1−ϕ2) −
R

12e−iσ (ϕ1+ϕ2) �
ε

−
R
12eiσ (ϕ1+ϕ2) �

ε

R

12e−iφ/2−iσ (ϕ1−ϕ2)


R
12e−iφ/2−iσ (ϕ1−ϕ2) −
R

12e−iσ (ϕ1+ϕ2) �
ε

−
R
12eiσ (ϕ1+ϕ2) �

ε

R

12eiφ/2+iσ (ϕ1−ϕ2)


R
2 −
R

2 eiφ/2−2iσϕ2 �
ε

−
R
2 e−iφ/2+2iσϕ2 �

ε

R

2

⎞

⎟⎟⎠ ,

(10)

where gr,<
k (ε) and gr,<

p (ε) are the Green’s functions of the
electron in the isolated left and right leads, respectively. The
factor ρR(ε) in the right self-energy is defined as [32]

ρR(ε) =

⎧
⎪⎪⎨

⎪⎪⎩

|ε|√
(ε2 − �2)

|ε| > �

ε

i
√

(�2 − ε2)
|ε| < �.

(11)

The linewidth functions describing the coupling between the
DQD and the leads are defined as 
α

i j = 2π t∗
αi tα jρ

N
α with

ρN
α being the density states of the α lead in a normal-metal

state. Thus 
L
12 =

√

L

1 
L
2 and 
R

12 =
√


R
1 
R

2 . Under
the wide-bandwidth approximation, the linewidth functions are
independent of the energy variable. Similarly, the lesser self-
energies are derived from the definition [33]

Σ<
Lσ (ε) =

∑

k

t∗Lσ g<
k (ε)tLσ = ifL(ε)ΓLσ

= i

⎛

⎜⎝

fL(ε − eV ) 0
0 fL(ε + eV )

0 0
0 0

0 0
0 0

fL(ε − eV ) 0
0 fL(ε + eV )

⎞

⎟⎠ΓLσ ,

(12)

and

Σ<
Rσ (ε) =

∑

k

t∗Rσ g<
p (ε)tRσ = ifR(ε)ρ̃R(ε)

×

⎛

⎜⎜⎝


R
1 −
R

1 e−iφ/2−2iσϕ1 �
ε

−
R
1 eiφ/2+2iσϕ1 �

ε

R

1


R
12eiφ/2+iσ (ϕ1−ϕ2) −
R

12e−iσ (ϕ1+ϕ2) �
ε

−
R
12eiσ (ϕ1+ϕ2) �

ε

R

12e−iφ/2−iσ (ϕ1−ϕ2)


R
12e−iφ/2−iσ (ϕ1−ϕ2) −
R

12e−iσ (ϕ1+ϕ2) �
ε

−
R
12eiσ (ϕ1+ϕ2) �

ε

R

12eiφ/2+iσ (ϕ1−ϕ2)


R
2 −
R

2 eiφ/2−2iσϕ2 �
ε

−
R
2 e−iφ/2+2iσϕ2 �

ε

R

2

⎞

⎟⎟⎠ ,

(13)

where the Fermi distribution matrices fL and fR only have
the diagonal components as fLii = f (ε + (−1)i eV ) and

3
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Figure 2. The occupation number 〈nσ 〉 versus the gate voltage Vg for spin-up (solid line) and spin-down (dashed line) electrons at the bias (a)
V = 0.4 and (b) V = −0.4, respectively. (c), (d) The corresponding spin polarization �n. Other parameters are ε1 = −ε2 = 0.05,
ϕ = 0.25π , φ = 0, and 
L

1 = 
L
2 = 
R

1 = 
R
2 = 0.1.

fRii = f (ε) with i = 1 . . . 4, respectively. ρ̃R(ε) is the
corresponding dimensionless BCS density of states ρ̃R(ε) =
θ(|ε| − �)|ε|/√ε2 − �2. The expectation values of the
electron occupation number niσ = d†

iσ diσ are give by

〈n1σ 〉 = −i
∫

dε

2π
G<

σ,11, (14)

and

〈n2σ 〉 = −i
∫

dε

2π
G<

σ,33. (15)

The spin polarization is defined as

�n1(2) = 〈n1(2)↑〉 − 〈n1(2)↓〉. (16)

In the following, we focus on the case of eV < � and perform
the calculations at zero temperature in units of h̄ = e = 1. The
energy gap of the superconductor is fixed as � = 1. All the
energy quantities in the calculations are scaled by �.

3. Results and discussions

To clarify the physics of how the spin-dependent phase
ϕ influences the transport properties, a qualitative analysis
of the effective spin-dependent tunnelling strength can be
given before the detailed numerical calculations. Consider
an electron tunnelling to the left lead from QD 2: it has
two paths. One path is through direct tunnelling. The
other is to first travel to the right lead and then tunnel to
the left lead through QD 1. For simplicity, the tunnelling
probability through QD 1 is assumed to be TD1, and only
the first order tunnelling process is considered. Then, the
total effective tunnelling strength TLσ between QD 2 and the
left lead is TLσ = |tL2 + tL1TD1t1R(−iπρ)tR2|2 = |tL2|2 +
|πρtL1TD1t1RtR2|2 + 2πρ|tL2tL1TD1t1RtR2| sin(σϕ + φ). This
means that the tunnelling strength heavily depends on the

spin σ due to the spin–orbit interaction within the QDs. For
example, TL↑ > TL↓ when ϕ = 0.25π and φ = 0, while
TL↑ < TL↓ when ϕ = 0.25π and φ = π .

The spin polarization can happen on the resonant Andreev
reflection due to the different tunnelling strengths for spin-up
and spin-down electrons. We first study the case in which the
two QD levels are very close, where the spin polarization for
the two QDs is almost the same at the same gate voltage. The
occupation number nσ (= n1σ 	 n2σ ) and the corresponding
spin polarization �n(= �n1 	 �n2) versus the gate voltage
Vg are plotted in figure 2, corresponding to the bias V = 0.4
and V = −0.4, respectively. The spin-dependent phase is
set as ϕ = 0.25π , and the two QD energy levels are set as
ε1 = −ε2 = 0.05. There is a step from 0 to 1 in the curves
when the dot level sweeps the chemical potential μL by tuning
the gate voltage, which indicates an electron filling to the QD.
Since there is no single-particle state in the superconducting
gap, electron filling to the QD is mainly determined by the left
normal-metal lead, resulting in a step linked to μL. When the
dot level lines up with μR, resonant Andreev reflection may
occur. One Andreev dip or peak is superposed on the step-
like curve for V = 0.4 or −0.4, respectively. Furthermore,
n↑ and n↓ are separated dramatically on the Andreev reflection
resonances at the dip or peak. The spin polarization of the QD
is caused by the nonzero spin-dependent phase ϕ, since the
effective tunnelling strength for spin-up electrons TL↑ is larger
than that for spin-down electrons TL↓. For the case of V > 0,
a Cooper pair is formed by a spin-up and a spin-down electron
in the process of Andreev reflection. Since it is easier for the
spin-up electrons to tunnel from the left lead into the QDs than
for the spin-down electrons, the spin-down electrons will be
depleted by the spin-up electrons in the process of Andreev
reflection, resulting in a spin polarization �n > 0 in the QDs.
While for the case of V < 0, a Cooper pair is converted
into a spin-up and a spin-down electron in the QD. Since it

4



J. Phys.: Condens. Matter 20 (2008) 195220 H Pan and R Lü

Figure 3. The spin polarization �n versus the bias V for (a) φ = 0 and (b) φ = π at different gate voltages Vg = 0 (solid line), Vg = 0.1
(dashed line) and Vg = 0.2 (dotted line). Other parameters are the same as those in figure 1.

Figure 4. (a) The spin polarization �n versus the phase ϕ at different magnetic fluxes φ = 0 (solid line), φ = 0.5π (dashed line) and φ = π
(dotted line). (b) The images of �n as a function of ϕ and φ. Other parameters are the same as those in figure 1.

is much easier for spin-up electrons than spin-down electrons
to escape to the empty states of left lead, a reversed negative
spin polarization �n < 0 appears.

The strength and the direction of the spin polarization
can be easily controlled and manipulated by varying the bias
voltage V , as shown in figure 3. It is worth mentioning
that the nonzero spin-dependent phase ϕ caused by the SO
interaction is necessary in the present system. It is seen
that the spin polarization �n is zero at V = 0, while the
nonzero �n emerges under a finite bias. The amplitude of the
spin polarization increases rapidly with increasing V from 0
and finally reaches a constant. If the bias is decreased from
0, the spin polarization changes its sign and its direction is
reversed. This means that the direction of spin polarization
can be easily controlled by changing the external bias. The
reason for the reversal of the spin polarization is related to the
Andreev reflection processes at positive or negative bias. When
there exists a magnetic flux of φ = π , the spin polarization
can also be reversed. The reason is that the magnetic flux
changes the tunnelling strength for spin-up and spin-down
electrons as mentioned above, which results in the reverse of
the spin polarization. It is also shown that �n decreases with

increasing Vg, since the Andreev reflection is suppressed when
the resonant level is moved away from the Fermi energy by
tuning the gate voltage.

Figure 4 presents the dependence of �n on the phase
ϕ for different magnetic fluxes φ. �n versus ϕ exhibits a
periodic function with the period of 2π . For ϕ = 2nπ with
n the integer, there is no spin polarization. Furthermore, the
magnetic flux can change not only the magnitude but also the
sign of �n as mentioned above. It is seen that the sign of
�n for φ = 0 is just exchanged with that for φ = π . The
spin-dependent phase ϕ and the magnetic phase φ together can
lead a complex picture for �n. The images of the �n versus
the ϕ and φ are also plotted. The bright regions correspond to
positive �n and the dark regions to negative �n.

Next, we study the case that the difference between the
two QD levels is large enough that two QDs have quite
different spin polarizations at the same gate voltage. The
dependence of the spin polarization �ni for the i th QD on the
gate voltage Vg are plotted in figure 5(a). The bias voltage
is set as V = 0.4 and the dot energy levels are set as ε1 =
ε2 = −0.2. In the curves, two resonant peaks emerge whose
positions are at Vg = 0, 0.2 for �n1 and at Vg = −0.2, 0 for

5
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Figure 5. The spin polarization �n1 (solid line) and �n2 (dashed line) for V = 0.4 versus (a) Vg at φ = 0, and versus φ at (b) Vg = 0.1 and
(c) Vg = −0.1, respectively. Other parameters are ε1 = −ε2 = 0.2, ϕ = 0.25π and 
L

1 = 
L
2 = 0.1 and 
R

1 = 
R
2 = 0.2.

Figure 6. The spin polarization �n1 (solid line) and �n2 (dashed line) versus V for φ = 0 at (a) Vg = −0.2, (b) Vg = 0 and (c) Vg = 0.2.
(d)–(f) show the corresponding information for φ = π . Other parameters are the same as those in figure 5.

�n2, respectively. When ε1 (ε2) lines up with μR at Vg = −0.2
(Vg = 0.2), resonant Andreev reflection may occur in which
a spin-up and a spin-down electron in QD can leak into the
superconductor lead by forming a Cooper pair. For a certain
gate voltage Vg = 0, the two resonant states ε1 and ε2 are
symmetrical about μR and are both below μL, which can also
lead to the resonant Andreev reflection. An electron incident
with appropriate energy can tunnel from the lead into the QD
state ε1 (ε2), and then can be Andreev reflected as a hole back
to the QD state ε2 (ε1). With increasing Vg, QD 2 first has
greater spin polarization than QD 1, and then QD 1 and QD 2
have the same spin polarization, and finally QD 1 has greater
spin polarization than QD 2. Figures 5(b) and (c) present the
dependence of the �n1 and �n2 on the magnetic flux φ at
Vg = 0.1 and −0.1, respectively. It is noted that �n1 and �n2

are just exchanged by changing Vg from 0.1 to −0.1. What
is more interesting is that �n1 and �n2 can be different not

only in magnitude but also in sign within some certain ranges
of magnetic flux. For example (see figure 5(b)), �n1 > 0
but �n2 < 0 near φ = 0.5π , n1↑ 	 n2↓ near φ = 0, and
�n1 > �n2 > 0 near φ = 0.1π , respectively. This provides
an efficient way to control the spin polarization of each QD by
tuning the magnetic flux and the gate voltage.

As mentioned above, the direction of the spin polarization
is dependent on the bias and the magnetic flux. Figure 6 shows
that the signs of �n1 and �n2 are both controllable by V and
φ. When there is no magnetic flux at φ = 0, the signs of
�n1 and �n2 are positive for V > 0 and negative for V < 0,
respectively. Two cases are considered in the following: (1)
only QD 1 or QD 2 is strongly spin polarized at Vg = 0.2 or
Vg = −0.2, respectively; (2) both QD 1 and QD 2 are strongly
spin polarized at Vg = 0. It is seen that �n2 (�n1) is much
larger than �n1 (�n2) at Vg = −0.2 (Vg = 0.2), while they
are almost the same at Vg = 0. For the first case of Vg = −0.2
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(Vg = 0.2), �n1 (�n2) is near zero and changes little with
increasing V from 0, while �n2 (�n1) changes greatly and
finally reaches a constant at V = ε2 − Vg (V = |ε1 − Vg|).
With decreasing V from 0, �n1 (�n2) is still near zero, while
�n2 (�n1) changes its sign from positive to negative and also
reaches a large negative value. For the second case of Vg = 0,
�n1 	 �n2, and their signs can also be reversed by changing
the bias V from positive to negative. However, when there
exists a nonzero magnetic flux of φ = π , the spin polarizations
of QD 1 and QD 2 are reversed compared with those of φ = 0.
The signs of �n1 and �n2 become negative for V > 0 and
positive for V < 0. This provides another way to tune the
direction of the spin polarization of the two quantum dots by
varying the magnetic flux.

Finally, some discussions are given about the realizability
of the device shown in figure 1. A parallel DQD system
with a size within the phase coherence length has already
been fabricated in experiments by using a two-dimensional
electron gas, which can be coupled to normal-metal [17, 18] or
superconductor electrodes [29, 30]. Since the spin polarization
is caused by the phase difference between the two QDs,
one can assume that only one QD contains the Rashba SO
interaction in order to make the system more controllable and
favourable in experiments. Furthermore, since the Rashba
SO interaction strength can be tuned in experiments by an
external electric field or gate voltage [13–16], the assumption
of adjusting the spin-dependent phase shift is reasonable.

4. Summary

In summary, the effects of the spin–orbit interaction on the
spin polarization of two QDs embedded in an Aharonov–Bohm
interferometer connected with one normal-metal lead and one
superconductor lead are investigated theoretically by using the
nonequilibrium Green’s function methods. Due to the nonzero
spin-dependent phase difference between the two quantum dots
caused by the spin–orbital interaction, the spin polarization of
the quantum dots appears on the Andreev reflection resonance.
The magnitude and the sign of the spin polarization can be
controlled by the system parameters such as the gate voltage
Vg, the bias V and the magnetic flux φ threading the AB
interferometer, respectively. The sign of the spin polarization
is positive for V > 0 and negative for V < 0, when the
magnetic flux is φ = 0. However, the sign of the spin
polarization becomes negative for V > 0 and positive for
V < 0, when the magnetic flux becomes φ = π . By
controlling Vg, spin polarization can exist in one or both of the
two QDs. Furthermore, the spin polarizations in the two QDs
can even have opposite directions by tuning φ. This provides
an efficient mechanism to control the amplitude and sign of
the spin polarization in the two quantum dots, which may have
practical applications for future spintronics.
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